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ABSTRACT

Spawn is the latest whole-building energy simulation en-

gine developed by the US Department of Energy, National

Labs and industry. Whereas EnergyPlus was designed

as a successor to DOE-2, Spawn is not a direct succes-

sor of–nor is it intended as an imminent replacement for–

EnergyPlus. Instead, Spawn reuses parts of EnergyPlus

while supporting new use cases in HVAC and controls.

Spawn is intended to provide several capabilities that sig-

nificantly advance beyond EnergyPlus. It is intended to

support the evaluation of novel HVAC and district en-

ergy systems in a more physically realistic way. Criti-

cally, it can model control in a physically realistic way,

using portable specifications that can be compiled for ex-

ecution on control platforms. Spawn is also intended to

support co-simulation in an intrinsic way to enable inte-

gration with third-party models.

This paper describes the software architecture of Spawn

from model authoring to compilation and simulation. It

explains how Spawn reuses the envelope and daylighting

modules of EnergyPlus and couples them to HVAC and

control models from the Modelica Buildings Library us-

ing the Functional Mockup Interface (FMI) standard. It

presents a number of examples that: i) validate Spawn’s

coupled simulation approach by comparing its results to

those of EnergyPlus, ii) illustrate the Spawn methodology

for modeling and simulating HVAC systems, and iii) eval-

uate the performance of Spawn’s Quantized State System

(QSS) time integration algorithms.

INTRODUCTION

EnergyPlus is DOE’s open-source whole-building energy

modeling (BEM) program (Crawley et al. 2001). It has

a broad range of capabilities and serves as the basis for

both energy-efficiency codes and a growing ecosystem of

commercial software.

EnergyPlus was designed to calculate annual energy use

and to support the traditional energy-efficiency oriented

BEM use cases that build on such calculations: new

construction and retrofit design, energy-efficiency mea-

sure (EEM) evaluation, performance-path code compli-

ance, performance documentation for LEED and utility

incentives, and building stock modeling for code, program

and product development. It fulfills this mission effec-

tively. However, EnergyPlus’ traditional structure makes

it difficult to evaluate HVAC control sequences and to

integrate BEM with control workflows. Controls are an

increasingly important part of building energy-efficiency

and building-to-grid integration – simply by changing the

control sequence, building HVAC energy use can be re-

duced by 30% (Wetter et al. 2018). Aligning control

sequences used in simulation with those actually imple-

mented in buildings – ideally supporting an automated,

digitized control delivery process in which sequences can

be ported directly from simulation to execution – can help

capture these potential savings. This is difficult to do in

EnergyPlus. EnergyPlus is organized around primary and

secondary HVAC loop simulation and its load-based mod-

els have inputs and outputs that are semantically differ-

ent from actuator commands and sensor signals. More-

over, its numerical methods cannot handle fast dynamics,

events, certain sampled systems and finite state machines.

This poses fundamental difficulties for simulation of ac-

tual control other than rule-based supervisory control se-

quences.

The Spawn project attempts to address these chal-

lenges and enable integrated BEM-control workflows.

Spawn leverages two open standards, the Modelica lan-

guage (Mattsson, Otter, and Elmqvist 1999) and the Func-

tional Mockup Interface (FMI) for co-simulation and

model-exchange (Blochwitz et al. 2011). Spawn reuses

EnergyPlus’ envelope heat transfer, daylighting and inter-

nal load calculation modules. It couples these to HVAC
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Figure 1: Architectural diagram of Spawn.

and control models from the Modelica Buildings Li-

brary (Wetter et al. 2014). Spawn control sequences are

expressed as they are implemented in the real world using

a subset of Modelica called the Control Description Lan-

guage (CDL) (Wetter, Grahovac, and Hu 2018). A library

of CDL control sequences as well as translators from

CDL to physical control platform languages like Auto-

mated Logic’s EIKON are currently under development as

part of OpenBuildingControl (https://obc.lbl.gov), a

companion project to Spawn.

Spawn compiles Modelica HVAC and control models

for simulation using Modelon’s OPTIMICA Compiler

Toolkit, and couples them to EnergyPlus’ envelope and

internal loads models using an FMI interface. The inter-

nal use of standard co-simulation protocols creates a mod-

ular architecture that allows Spawn to integrate externally

developed component and system models, including data-

driven machine learning models, and to export models for

integration with other simulation tools or for use as digital

twins during operation.

ARCHITECTURE

Figure 1 shows the Spawn software architecture and its

key underlying technologies and components. This sec-

tion describes these components – EnergyPlus, the Mod-

elica Building Library, the OPTIMICA Modelica com-

piler and toolkit, and the PyFMI solver and time integrator

– and their integration.

EnergyPlus

Spawn reuses EnergyPlus to model both internal loads and

envelope heat and light transfer, including electric light-

ing, shading, daylight transport, solar heat gains, ground

heat transfer, surface conduction, surface-to-surface radi-

ation, and convective heat flow from interior surfaces to

room air. Room-air heat and mass balance including inter-

zone air-exchange, HVAC operation and control are sim-

ulated in Modelica as shown in Figure 2.

There are three reasons for this choice of partitioning, i.e.,

simulating room air balance and inter-zone air-exchange

in Modelica in addition to HVAC airflow. First, air tem-

perature has fast dynamics compared to heat conduction

in the building fabric, and so simulating it in Modelica en-

ables the use of variable time step solvers and reduces the

number of synchronization steps between EnergyPlus and

Modelica. Second, because HVAC system airflow, room

air, multi-zone air exchange and infiltration are tightly

coupled–HVAC system airflow rate is typically computed

based on pressure distributions in the HVAC system–

simulating the three together reduces cross-coupling and

yields better performance. Third, this separation simpli-

fies drop-in substitution of the current 1D room air model

with the 3D computational fluid dynamics (CFD) model

available in the Modelica Buildings Library (Zuo et al.

2016).

This partitioning reuses EnergyPlus’ 3D envelope model,

including shading, daylighting, conduction, and detailed
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radiative heat exchange. HVAC and control models lead

to sparse equation systems with coupled fast and slow

dynamics that benefit from a Modelica implementation

with its symbolic optimization. In contrast, envelope

and lighting models benefit from special structured code

such as polygon projections and time series solutions that

are less amenable to symbolic optimization and therefore

less likely to benefit from a Modelica reimplementation.

Reusing EnergyPlus for these leverages existing infras-

tructure and allows us to focus our efforts in HVAC and

control. And although conceptually significant, the mod-

ifications to the underlying EnergyPlus engine are sur-

gical and support improved functionality and integration

in mainstream EnergyPlus applications in addition to en-

abling Spawn.

Enabling coupling between EnergyPlus and Modelica re-

quired some modifications to EnergyPlus itself. The de-

fault workflow for EnergyPlus is to specify a run period

in the input (IDF) file and to output data in any one of

several formats (e.g., CSV, SQL) at the end of the simu-

lation. EnergyPlus does have an External Interface fea-

ture that enables data-exchange on a time-step basis, but

this feature does not provide the granular access to En-

ergyPlus needed by Spawn. It also uses TCP sockets for

communications which cause additional overhead. To ac-

commodate Spawn, EnergyPlus was refactored to allow

more granular simulation control and data exchange with

lower overhead. In lieu of sockets, a C++ API that re-

lies on direct memory access was added. The new API

provides functions to advance the simulation in time, to

set inputs and read outputs within each timestep, and to

wholesale bypass the HVAC and control simulation algo-

rithms, allowing EnergyPlus to be used strictly as a heat

balance and daylight calculation engine. Work is ongoing

to expose output variables and schedules via the API. The

API executes on a separate thread from EnergyPlus, with

blocking at key points to manage simulation advance, al-

lowing the latter to execute much as it always has.

This modified version of EnergyPlus is compiled into a li-

brary with the API exposed for external calls. At start-up,

Modelica writes an interface variable specification and in-

vokes a script. This script reads this specification and the

IDF file referenced in this specification, and generates a

Functional Mockup Unit (FMU) that contains everything

needed by the Modelica model to dynamically link to and

execute EnergyPlus.

Modelica Buildings Library

A critical building block of Spawn is the Modelica Build-

ings Library, an open-source model library that is based

on the Modelica IBPSA Library (Wetter et al. 2015)

that arose from IEA EBC Annex 60 (Wetter and van

Treeck 2017) and is continuing to be developed in IBPSA

Project 1 (Wetter et al. 2019b).

The Modelica Buildings Library contains about 1,500

models and functions for building and district HVAC sys-

tems and electrical AC and DC systems (Wetter et al.

2014; Bonvini, Wetter, and Nouidui 2014). It contains

control components and sequences, including sequences

from ASHRAE Guideline 36 (Wetter et al. 2018), imple-

mented in the Control Description Language (CDL) (Wet-

ter, Grahovac, and Hu 2018). It also contains components

that link to EnergyPlus, and that support co-simulation

with Python applications, e.g., for embedding data-driven

models into whole-building simulation.

Spawn also allows users to use models from other Model-

ica libraries, e.g., for detailed dynamic vapor compression

modeling (Tummescheit, Eborn, and Prölss 2005), as well

as user-provided Modelica models.

For Spawn, we developed a Modelica package with mod-

els that specify the EnergyPlus IDF file name and that
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synchronize, during the time stepping, variables between

Modelica and the EnergyPlus room heat balance, Energy-

Plus output variables and EnergyPlus schedules and ac-

tuators. These models automatically configure and exe-

cute the co-simulation, avoiding any need for manual co-

simulation setup by the user. The co-simulation can be

done with one EnergyPlus model when simulating an in-

dividual building, or with any number of EnergyPlus mod-

els when simulating a district energy system.

Thus, a Spawn model consists of a Modelica model and

the EnergyPlus files referenced by the Modelica model.

OPTIMICA and PyFMI
Spawn Modelica models can be translated and simulated

with any tool that supports the Modelica standard. In par-

ticular, Spawn uses the OPTIMICA Compiler Toolkit, a

state-of-the-art Modelica/FMI based simulation platform.

The OPTIMICA Modelica compiler is based on the lat-

est technology and standard practices for translating mod-

els defined as differential algebraic equation systems into

an ordinary differential equation system suitable for FMI.

In order to generate efficient code and to achieve high-

performance simulations, it performs numerous computer

algebra operations on the Modelica model such as auto-

matic differentiation, block lower triangularization, tear-

ing and index reduction (see e.g., Cellier and Kofman

2006). As part of Spawn, the OPTIMICA translation and

simulation back-end will be distributed at no cost to ap-

plication developers or end users.

The Spawn FMU created by OPTIMICA is simulated and

time-integrated using the open-source solver PyFMI.

Quantized-State System (QSS)
Traditional continuous time integration algorithms ad-

vance the entire state vector, i.e., every variable, in lock-

step. At a high level the process is as follows. A candidate

time step is first chosen. A polynomial approximation is

used to determine the values of all state variables at the

end of this time step. If the error in any of the variables

exceeds a threshold, the process is repeated with a shorter

time step. If a state event – such as when a thermostat

switches – occurs, iteration is used to determine the tim-

ing of the event. Post event, the higher-order terms of the

polynomial approximation become invalid and time inte-

gration is restarted with a low-order polynomial approx-

imation until higher-order approximations can be created

in successive time-steps. This process is expensive, espe-

cially for building HVAC simulation which typically con-

tains both fast and slow transients as well as controls with

many timers and switches.

For Spawn, we are developing a solver based on Quan-

tized State System (QSS) integration methods (Zeigler

and Lee 1998; Cellier and Kofman 2006; Kofman 2003;

Bergero et al. 2018) that promise to be efficient for such

systems. The main difference between QSS and tradi-

tional methods is that QSS advances each state variable

independently. Rather than discretizing time, the state

vector is discretized instead, and all communication oc-

curs at discrete events. QSS tracks dependencies between

variables – using the right hand sides of equations – and

invokes re-evaluation of dependent variables if changes in

independent variables exceed specified thresholds. Gen-

erally speaking, in real configurations, dependencies are

localized – by physics – and events are handled without

affecting the entire state vector.

For Spawn we have built a QSS solver, extended the FMI

specification, and integrated both with OPTIMICA. The

solver supports QSS methods of up to 3rd order, includ-

ing linearly implicit methods (LIQSS) for stiff systems.

We extended OPTIMICA to provide additional structural

information about the equations required for the efficient

use of QSS, and to provide more granular access to the

FMU. We have verified the solver’s performance against

a canonical implementation in a non-FMU context, and

it is behaving as expected. We will verify its perfor-

mance with large FMU models when certain extensions

to the FMI API are implemented. Upcoming develop-

ment of the Spawn QSS solver will focus on refinements

of zero-crossing algorithms, performance assessment and

improvement, and parallelization.

EXAMPLES

We present a few simulation examples that validate free

floating room air temperatures computed by Spawn, show

how to link Modelica to EnergyPlus using Spawn and

demonstrate simulation of a model with the QSS solver.

Validating EnergyPlus-Modelica Coupling
This example validates the coupling of Modelica via the

room-air heat and mass balance to the EnergyPlus en-

velope model. It compares free-floating room temper-

atures computed by Modelica using the model shown

in Figure 3 against those computed by a conventional

EnergyPlus simulation. The model here is the DOE

small office reference building for Chicago, IL, which

is a single story building with five zones plus attic.

In Figure 3, the block labeled building contains the

IDF and weather file specification, and each blue icon

is a Modelica thermal zone model that connects to the

corresponding EnergyPlus zone model. The model is

available from the Modelica Buildings Library, model

EnergyPlus.Validation.RefBldgSmallOffice.

For this experiment, we used for Spawn the OPTIMICA

compiler and the CVode solver with a tolerance of 10−6,

and for EnergyPlus we used a 15 minute time step. Fig-

ure 4 shows temperatures for January 6 for the South,

West, and Core zones. As shown, the results agree within

the solver tolerance.
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Figure 3: Modelica model of the office building used to
validate the EnergyPlus-Modelica coupling.

Adding a Simple HVAC System
In this section, we add a simple HVAC sys-

tem. The example is also available from

the Modelica Buildings Library, model

EnergyPlus.Validation.OneZoneWithControl.

Figure 5 shows the Modelica schematic model view. The

building block contains the IDF and weather file spec-

ification. The zon block is the Modelica model for the

thermal zone which connects to the corresponding ther-

mal zone of the EnergyPlus FMU. It outputs the room air

temperature TAir. It also has fluid connections for the

HVAC system. These are connected to a simple fluid loop

with a fan, a heater, and a PI controller configured to meet

the zone setpoint temperature.

Figure 6 shows the room air temperature Tair, the temper-

ature set point Tset and the resulting control signal y for

one day of simulation.

QSS
In this example, we tested the development version of the

2nd order QSS2 solver with an FMU generated by OP-

TIMICA for the model shown in Figure 7. The model is

identical to Buildings.Fluid.Examples.SimpleHouse

except that we added the time sampler Tzon with a sam-

ple period of 2 minutes. We added this sampler because

many building control sequences contain time samplers

and because frequent events impact the performance of

ordinary differential equation solvers. The model consists

of a room air volume (zone) with fresh air supply and heat

recovery (hexRec), heat conduction and storage in a one-

node wall model, and a water loop with a heater (heaWat),

radiator (rad) and circulation pump. The heater and pump

are controlled using an on/off controller (hysRad).

Figure 8 shows a few hours of simulation of the state vari-

ables for the zone air Tzon as computed by the 2 minute

time sampler, the thermal mass of the wall Twal and the

temperatures of the five water control volumes of the ra-

diator Trad . The solid lines are computed with the CVode

solver. For easier readability, we indicated every 5th time

instant when the QSS solver updates the respective state

variable with a black dot. The figure illustrates the fre-

quent updates during fast transients, the time scale sepa-

ration between fast and slow transients such as Trad and

Twal , and the fact that despite the 2 minute sampling of

Tzon, the trajectories of the other states are updated less

often. QSS interpolates the sample based on a polyno-

mial expression of the trajectory Tzon, and only updates

elements of the downstream state {T i
rad}5

i=1 when they

change by more than a tolerance. In contrast, but not vi-

sualized here, CVode makes a time step at each sample

instant and restarts after this time event with a small step.

QSS has comparable accuracy to CVode. CVode takes, on

average for an annual simulation, a step every 28 seconds,

because the 2 minute sampling prevents it from enlarging

its step. In contrast, QSS takes, an average step length of

55 seconds, with shorter steps during fast transients.

Although QSS performs fewer evaluations, it currently

has a 5% higher computing time than CVode. We are cur-

rently implementing automatic differentiation – which re-

duces the number of calls to the FMU and increases the

accuracy of the trajectory prediction – as well as sparse

evaluation within OPTIMICA. We therefore expect these

to reduce QSS computing time significantly.

A key benefit of QSS is that its computing time scales

linearly in the number of states, whereas that of traditional

continuous time integration methods scales super-linearly.

We expect the advantage of QSS over traditional methods

to grow for models larger than this small example. QSS

performance evaluation and refinement on a larger class

of building models is subject of further research.

WORKFLOW INTEGRATION

EnergyPlus has a by-now familiar interface that consists

of text-based input and outputs in various formats such

as CSV, SQL and HTML. A number of tools have been

written directly to this interface. The OpenStudio Soft-

ware Development Kit (SDK) simplifies application inte-
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Figure 4: Free floating room air temperatures for south, core and west zones for the DOE small office reference building
for Chicago, IL, shown in Figure 3. Black lines are from legacy EnergyPlus, and colored lines are from Spawn.

Figure 5: Coupling a simple Modelica HVAC system
model to an EnergyPlus envelope model.

gration by providing programmatic access to EnergyPlus

input and output. OpenStudio also supports automation in

the form of scripts, which in turn enables systematic large-

scale analysis. Spawn can reuse the portions of OpenStu-

dio that correspond to weather, schedules, internal loads,

geometry, constructions, and space and zone assignment.

Similar infrastructure is needed for HVAC and controls.

Here, it is more difficult to directly retarget OpenStu-

dio to Spawn because of the desire to support an open-

ended range of component models, system configura-

tions, control strategies, and free-form Modelica code.

We have developed a JSON schema that describes Mod-

Figure 6: Room air temperature Tair, room air tempera-
ture set point Tset and resulting control signal y for the
model in Figure 5.

elica components, their parameters, and their connectiv-

ity. It also supports templates for standard system con-

figurations. The schema is designed to support the devel-

opment of HVAC and control model authoring and edit-

ing tools as well as scripting and automation. We have

developed a modelica-json utility that parses Model-

ica libraries and generates Modelica-JSON. This utility is

under development at https://github.com/lbl-srg/
modelica-json.

We are also currently developing specifications for a

Modelica-JSON based HVAC and controls authoring and

editing tool. Of course, general purpose Modelica au-

thoring environments, such as Dymola, OpenModelica’s

OMEdit or Modelon’s IMPACT, can also be used to cre-

ate and edit Spawn HVAC and control models.

In addition to supporting model authoring, the Modelica-

JSON format is also used to translate control sequences to

commercial control platforms. A prototype translator for
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Figure 7: Modelica model used for the QSS example.

Automated Logic’s EIKON language is currently in de-

velopment. Modelica-JSON also supports the generation

of controls documentation that can be used in control sub-

mittals for bidding and specification of control sequences

and documentation for operators. Also, software has been

developed that verifies that the actual implemented control

sequence computes a control response that is identical,

within a user-specified tolerance, to a digital specification

of the control sequence that is used in Spawn (Wetter et al.

2019a). Also in development is a Modelica-JSON export

to a BRICK semantic model (Balaji et al. 2018), which

will facilitate the setup of system-level fault detection and

diagnostics algorithms and energy analytics software.

CONCLUSIONS AND FUTURE WORK

Spawn was conceived a number of years ago and has been

under development since. At this time, the basic end-to-

end architecture is in place as are all of the major compo-

nents.

Work is proceeding along three lines. On content, we

are continuing to build functionalities of component and

system model libraries, including the Modelica Buildings

Library. On compilation and simulation, the focus is on

enhancements for faster translation of large models and

further development and testing of QSS. Building Spawn

around the open standards Modelica and FMI allows us to

leverage the international investments in IBPSA Project 1

and to collaborate with industry on technology develop-

ment and integration. Finally, we are continuing to de-

velop infrastructure for integrating the developing capa-

bilities of Spawn into the existing BEM ecosystem and

into control workflows, bridging these two domains.

To access the development version of Spawn, visit https:
//lbl-srg.github.io/soep/.
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